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The proper orthogonal decomposition (POD) is applied to the minimal flow unit (MFU) of a turbulent channel flow. Our purpose is to establish a numerical validation of low-dimensional models based on the POD. The simplest (two-mode) model possible is built for the simplified flow in the minimal unit. The dynamical behaviour predicted by the model is compared with that actually occurring in the direct numerical simulation of the flow. The various modelling assumptions which underlie the construction of low-dimensional models are examined and confronted with numerical evidence. The relationship between intermittency in the MFU and intermittent low-dimensional parameters is investigated closely. The agreement observed is quite satisfactory, especially given the crudeness of the truncation considered. To further demonstrate the adequacy of the model, we develop a dynamical filtering procedure to recover information from realistic (partial) measurements. The success obtained illustrates the versatility of the low-dimensional paradigm.

1. Introduction

Over the last thirty years, experimental observers and theoreticians have put together a convincing description of the wall layer. The presence of organized motions or coherent structures is universally agreed upon (see Robinson (1991) for a recent review). In the wall region, coherent structures consist of alternating low- and high-speed streaks combined with a streamwise vortex motion, so that low-speed fluid is violently lifted up from the wall, while high-speed fluid is gently pushed down towards it. Some researchers also report observing ‘hairpin’ vortices, the legs of which are very similar to streamwise rolls. Kline et al. (1967) and Corino & Brodkey (1969) were among the first to observe the recurring formation and breakdown of these structures. Such regeneration cycles were termed ‘bursting events’. Kim, Kline & Reynolds (1971) found a connection between the occurrence of these bursts and the production of turbulence. Considerable effort has been made in recent years to understand the dynamics of the process. However, progress in that area has been relatively slow. The fundamental reason for this is probably the closure problem or how to bring the turbulent phenomenon down to a finite number of parameters. Some of the difficulties may be solved by adequate modelling. More importantly, the success of an analysis will rely heavily upon the availability of powerful, objective, relevant extraction tools.

The proper orthogonal decomposition (POD) first introduced in turbulence by Lumley (1967) is such a tool. In this decomposition, the spatio–temporal velocity field is represented as the superposition of an infinity of spatial (coherent) structures whose amplitude varies in time. The POD has been applied with a considerable success to
a wide variety of domains, ranging from free shear flows (Sirovich, Kirby & Winter 1990) to flames (Torniaiinen, Hinz & Gouldin 1997). It was first applied by Bakewell & Lumley (1967) for an experimental turbulent channel flow. Moin & Moser (1989) later applied it to a numerical turbulent channel flow. In both cases the procedure led to the identification of a characteristic eddy consisting of a pair of counter-rotating streamwise vortices, which produce a strong updraught of low-momentum fluid into the core region and a more gentle downdraught of high-speed fluid towards the wall. The centre of the vortices is about 30 wall units (based on the wall friction velocity and fluid viscosity) from the wall. The typical spanwise width of the structure is around 100 wall units. Their length in the streamwise direction is known with less precision. It is observed to increase with the distance from the wall and ranges between values of 400 and 1000 wall units (Hinze 1976).

Aubry et al. (1988) used the POD to derive low-dimensional models from the Navier–Stokes equations. Their goal was to obtain evolution equations for the amplitude of the coherent structures which capture in some sense the bursting process. They produced a very low-order system which exhibited intermittent features reminiscent of those found in experimental flows. By intermittent we mean that the system alternated between long periods of relative quiescence and short periods of high excitation. Zhou & Sirovich (1992) also obtained dynamical systems from the same method, which they call the Karhunen–Loeve decomposition.

The potential represented by low-dimensional models extends over a wide range of applications, among which turbulence control occupies a prominent position. Steps have already been made in this direction. Coller, Holmes & Lumley (1994) developed a strategy based on low-dimensional models to control the bursting of vortices using adjacent vortex pairs created by a wall actuator. Beyond direct application to real flows, the long-term goal of this type of approach is the development of a methodology for efficient, 'smart' control.

Alternatively, flow simplification can be achieved numerically by decreasing the physical extent of the domain so as to keep only a few (or even one) coherent structures. Jimenez & Moin (1991) found that turbulence could not be sustained in computational boxes below a certain size, which they called a minimal flow unit (MFU). They identified a critical spanwise dimension of 100 wall units which corresponds to the typical streak spacing observed in experiments. The minimal flow unit presents some strongly turbulent features, yet the flow dynamics are simplified and the computational expense significantly less than for a full flow simulation. As such, it has proven a very useful frame in which to study the dynamics of coherent structures: see for instance Hamilton, Kim & Waleffe (1995). The minimal flow unit is also an ideal testbed for control strategies. Carlson & Lumley (1996) examined the effect of raising a moving wall in the minimal flow unit of a turbulent channel flow.

The strength of low-dimensional models lies largely in their considerable flow reduction power, but this strength may become a weakness if they are not carefully appraised and interpreted. This work constitutes a first step in this direction. In this paper, we use the minimal flow unit to check both assumptions and predictions made with POD-based low-dimensional models. The idea seems all the more appropriate as the physical domain spanned by low-dimensional models shrinks to the minimal flow unit when the minimum number of POD modes is retained. The first step is to apply the POD to the minimal flow unit. Comparing the coherent structures thus extracted to those of a truly turbulent flow constitutes an extra validation of the simplified flow calculation. Next, the simplest low-dimensional model possible (two-mode) is constructed for the simplified flow using adequate assumptions. Its properties have
been studied mathematically elsewhere by Armbuster, Guckenheimer & Holmes (1988). Then the POD modes as well as the different contributions to the model evolution equations are computed directly from the simulation and compared with the model. We emphasize the relationship between POD (mathematical) quantities and standard (physical) bursting indicators. Despite the model limitations, this study should help set general evaluation criteria for low-dimensional models, and also give us a better insight in the flow dynamics.

This paper is organized as follows: in §2, we apply the POD decomposition to the MFU. In §3, we present the modelling assumptions that underlie the derivation of low-dimensional models. In §4, we focus on the two-mode model. We compare theoretical results to the numerically computed histories of the POD coefficients. In §5, we provide a quantitative appraisal of the modelling assumptions. In §6, we try to relate the dynamical behaviour predicted by our model to objective features of the minimal flow unit. In particular, we characterize the intermittency cycle first observed by Jimenez & Moin (1991) with low-dimensional estimates. In §7, we propose a potential application for our approach: we design an estimation procedure based on the model to solve a realistic information problem. We present our conclusions in §8.

2. The proper orthogonal decomposition (POD) in the MFU

2.1. The POD

We first give a succinct description of the POD. We only mention here what is indispensable to the comprehension of this paper. For more details the reader is referred to Aubry (1987), Herzog (1986), Berkooz (1991), Aubry et al. (1988) and Berkooz, Holmes & Lumley (1993b). In the case of a fully developed turbulent channel flow – which means in particular homogeneity in the streamwise \( (x) \) and spanwise \( (z) \) directions and quasi-stationarity – the velocity field \( \tilde{u}(x, y, z, t) \) can be decomposed into a mean part \( U(y, t) \) (the average is performed over horizontal planes \( y = C \), where \( C \) is a constant) and a fluctuating part \( u(x, y, z, t) \).

\[
\tilde{u}(x, y, z, t) = U(y, t) + u(x, y, z, t).
\]  

(1)

The Karhunen–Loève theorem states that there exists an infinite set of eigenfunctions and eigenvalues \( (\phi^n, \lambda^n) \) such that

\[
u(x, y, z, t) = \sum_n a^n(t) \phi^n(x, y, z),
\]

where \( a^n \) are uncorrelated random coefficients of variance \( \lambda^n \). These eigenmodes correspond to the structures which are the best correlated with the fluctuating velocity field. In homogeneous directions, POD eigenmodes are simply Fourier modes. In the wall-normal direction and in Fourier space, the eigenfunctions \( \phi^n \) associated with the eigenvalue \( \lambda^n \) are solutions of

\[
\int \langle \hat{u}_k(y) \hat{u}_k^j(y') \rangle \phi^n_k(y') dy' = \lambda^n \phi^n_k(y),
\]

(2)

where \( \langle \rangle \) denotes an ensemble average, \( \hat{u}_k(y, t) \) represents the Fourier transform of the velocity field in the horizontal directions and \( \langle \hat{u}_k(y) \hat{u}_k^j(y') \rangle \) is the Fourier transform in the homogeneous directions of the spatial autocorrelation tensor at zero time lag \( R^{ij}(x, y, z, x', y', z') = \langle u^i(x, y, z, t) u^j(x', y', z', t) \rangle \).
Let \( k = (k_1, k_3) \). The velocity field is then decomposed as follows:

\[
\tilde{u}_{k_1,k_3}(y, t) = \sum_{k_1,k_3,n} a_{k_1,k_3}^n(t) \phi_{k_1,k_3}^n(y)
\]

We choose to normalize the eigenfunctions such that

\[
\int_{\text{domain}} \phi_{k_1,k_3}^n(y) \phi_{k_1,k_3}^m(y) \, dy = 1
\]

so that

\[
\langle a_{k_1,k_3}^n(t) a_{k_1,k_3}^m(t) \rangle = \lambda_{k_1,k_3}^n
\]

This decomposition is optimal in the sense that it captures the maximum energy. The first \( n \) POD eigenfunctions capture more energy on average than any other decomposing set of \( n \) elements. From now on we will identify coherent structures with the structures built from POD eigenfunctions. We point out that this choice may not exactly correspond to traditional definitions of coherent structures. Assuming zero phase lag between consecutive wavenumbers, the first structure \((n = 1)\) for the wall layer turns out to represent a pair of counter-rotating streamwise vortices producing a strong updraught of low-momentum fluid between them. The first structure and the first three structures respectively account for 60\% and 90\% of the total kinetic energy of the wall region. More than 100\% of the shear stress is captured by the first eigenfunction, which means that higher-order eigenfunctions make negative contributions to the shear stress.

We now introduce some notation that will be of use in the next sections. In practice, we consider a finite set of POD modes. Let

\[
T(l,m,n) = \{ |k_1| \leq l, |k_3| \leq m, p \leq n \}
\]

so that we can write

\[
u' = u'_c + u'_r,
\]

where \( u'_c \) represents the projection on the space spanned by \( T(l,m,n) \) and \( u'_r \) represents the complement of that projection into the unresolved space.

### 2.2. The minimal flow unit (MFU)

The code used for the numerical simulation is the one described in Carlson (1995) for a turbulent channel flow with no-slip walls. It is a pseudo-spectral code with Fourier modes in the streamwise and spanwise directions denoted respectively \( x \) and \( z \), and Chebyshev polynomials in the normal direction \( y \). The directions \( x, y, z \) may at times be called \( x_1, x_2, x_3 \). Similarly, their respective velocity components \( u, v, w \) may be referred to as \( u^1, u^2, u^3 \).

Velocity is advanced in time in the equations through a third-order Runge–Kutta method. Constant mass flux was imposed, which means that the mean pressure gradient varied in time. Boundary conditions for the pressure were solved via a matrix influence technique.

The Reynolds number chosen based on the channel half-height and centreline velocity was \( R = 4000 \). The box dimensions were \((L_1, L_2, L_3) = (2\pi/3, 2, \pi/3)\). The variables in the code used to non-dimensionalize were the channel half-height \( h \) and the outer velocity \( U \) (centreline velocity of a laminar parabolic profile with the same volume flux). Wall units based on the average friction velocity \( u_* \) and the viscosity \( \nu \) will be denoted by a +. The number of modes employed was \((N_1, N_2, N_3) = (32, 65, 16)\).
Careful examination of the spectra showed that the flow was adequately resolved. The Reynolds number based on the average friction velocity $u_*$ and channel half-height was about 180, which is the same as in Moin & Moser’s calculation. The flow consists of a doubly infinite array of structures, each structure being the same pair of low-/ high-speed streaks. Statistics for the inner region are comparable to those of a fully turbulent flow. See figure 1 or Carlson & Lumley (1996) for a complete examination of the turbulence statistics. The agreement is less satisfactory for the outer region Jimenez & Moin (1991). Hopefully this discrepancy should not affect our results too much, the focus of our study being the wall layer.

2.3. The POD in the minimal flow unit

In this paragraph we solve equation (2). Our procedure is very similar to Moin & Moser’s (1989) who applied the POD to the simulation of a fully developed turbulent channel flow.

To compute the kernel, i.e the Fourier transform of the autocorrelation tensor,

$$
\Phi_{ij}^{k}(y, y') = \langle \hat{u}_i^{k}(y) \hat{u}_j^{k}(y') \rangle
$$

we used an ensemble average over velocity fields taken at sufficiently large time intervals to be uncorrelated. We quadrupled our initial number of samples by making use of the kernel symmetries

$$
\Phi_{ij}^{k}(y, y') = \Phi_{ij}^{k}(y', y),
$$

$$
\Phi_{k_{i}k_{j}}^{y_{i}y_{j}}(y, y') = \omega_{ij} \Phi_{k_{i-k_{j}}}^{y_{i-y_{j}}}(y, y'),
$$

where

$$
\omega_{ij} = \begin{cases} 
1 & \text{if } i \text{ or } j \text{ are both equal to or both different from 3} \\
-1 & \text{otherwise.}
\end{cases}
$$

Like Moin & Moser, we used the trapezoidal rule as our method of integration, which allowed some flexibility in the choice of the domain of decomposition. Since the characteristics of wall layers are assumed to be universal when normalized with wall units, and our channel half-height is the same in wall units as Moin & Moser’s (180+), we chose to compare the full half-channel lowest-order eigenfunctions and
To derive our low-dimensional model, we perform the decomposition on the wall layer, i.e. the region \(0 \leq y \leq 40\). This corresponds to the extent of the domain chosen by Aubry et al. (1988). Note that they used experimental empirical eigenfunctions for the wall layer Herzog (1986).

Figure 2 compares our eigenvalue spectrum for the first two eigenmodes \(\lambda_n^{1,2}\) at zero streamwise wavenumber with Moin & Moser’s full flow computation. Overall there is very little difference between the two spectra. The discrepancy in the spectra, as could be expected, is largest for the first wavenumber, and decreases rapidly with the smaller scales which are less sensitive to the difference in size of the computational box. Figure 3 compares the dominant eigenfunction of the MFU and Moin & Moser’s eigenfunction corresponding to the same wavelength in wall units (about 185+). The close agreement shows that the first coherent structures of the MFU do correspond to what would be found in a real wall layer. It also justifies a posteriori our mixing two different (ensemble and spatial) averages.

We plan to carry out a more detailed comparison of the higher-order structures in the near future. We note that Webber, Handler & Sirovich (1997) recently found that in the minimal flow unit fewer modes were needed to capture a given amount of energy than in a full channel flow, which again reflects the structural simplicity of the minimal flow unit. This point being made, we now examine the building principles of low-dimensional models.

3. Deriving a low-dimensional model

In this section we make explicit the relationship between the Navier–Stokes equations and the system of ODEs which constitute the low-dimensional models. It is not our purpose here to give a lengthy derivation of the low-dimensional model. We refer the reader for this to Aubry (1987), Aubry et al. (1988), Berkooz (1991). Our main goal is to give a clear account of the different modelling assumptions embodied in the model, which will later be confronted with the numerical simulation of the minimal flow unit.
We briefly outline how the model equations are obtained. Starting from the Navier–Stokes equation for an incompressible fluid

$$\frac{\partial \tilde{u}^i}{\partial t} = -\tilde{u}^j \frac{\partial \tilde{u}^i}{\partial x_j} - \frac{1}{\rho} \frac{\partial \tilde{p}}{\partial x_i} + \nu \frac{\partial^2 \tilde{u}^i}{\partial x_k \partial x_k}$$

and introducing the decomposition (1) into them, we obtain

$$\frac{\partial u^i}{\partial t} = -u^j \frac{\partial u^i}{\partial x_j} - U^j \frac{\partial u^i}{\partial x_j} - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial u^i}{\partial x_k \partial x_k}. \quad (N^i)$$

To obtain an evolution equation for the mode $a_n^l$, we project $N^i$ onto the corresponding eigenfunction, that is we take its Fourier transform $N_k^l$ then compute the inner product $\int_{\text{domain}} N_k^l \bar{\phi}_{n}$. For any finite truncation of POD modes $T(l,m,n)$, the set of ODEs obtained is not in closed form. Modelling assumptions are required in order to close the system. We focus on the assumptions and check them in detail in §5. The system of ODEs is then derived term-to-term from the Navier–Stokes equations.

3.1. The mean velocity profile

We first need a correct expression for the mean shear, where ‘mean’ here refers to a horizontal spatial average which we will denote from now on by $\langle \rangle$. The mean velocity profile $\langle \bar{u} \rangle = U(y,t)$ is a function of the vertical position, and also varies in time. The mean shear constitutes the main source of energy for the turbulence. It represents a finite supply, so that its intensity will be affected by what the large scales have extracted from it (in other words a feedback term should appear in its expression). The derivation of the expression will not be reproduced here and can be found in Aubry et al. (1988). From the equation for the mean velocity profile $U = U(y,t)e_2$

$$\frac{\partial U}{\partial t} = -\frac{\partial \langle uw \rangle}{\partial y} - \frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \frac{\partial U}{\partial y^2}$$

$$\frac{\partial \langle u \rangle}{\partial y} - \frac{1}{\rho} \frac{\partial \bar{p}}{\partial y} + \nu \frac{\partial \langle u \rangle}{\partial y^2}$$

$$\frac{\partial \langle u \rangle}{\partial y} - \frac{1}{\rho} \frac{\partial \bar{p}}{\partial y} + \nu \frac{\partial \langle u \rangle}{\partial y^2}$$
we obtain the following model:

$$U(y, t) = \frac{u_0^2(t)}{v} \left( y - \frac{v^2}{2h} \right) + \frac{1}{v} \int_y^\infty \bar{u}(w)(y', t) dy'.$$  \(8\)

The expression is exact if the mean velocity field is stationary. Berkooz, Holmes & Lumley (1993) showed that provided that the box dimensions are sufficiently large, the temporal variations of the mean velocity field can be expected to be slow compared to the time scale of the model.

To put the expression in closed form, we represent \(\bar{u}v\) by its projection on the space spanned by the truncation \(T(l, m, n)\). This gives cubic terms which are all strictly negative in the case where only one eigenfunction is considered.

3.2. The small-scale stress tensor

At the other end of the spectrum, energy is transferred from the larger resolved to the smaller unresolved scales, which defines a cascade process. In practice, we usually consider severely restricted truncations so that we need to provide some mechanism by which energy from the large scales may be dissipated. Since large scales are likely to be unaffected by the detail of the small-scale behaviour, this mechanism does not need to be particularly accurate. A simple eddy viscosity transport model or Heisenberg model was therefore employed.

We make the following decomposition:

$$u'u' = u'_c u'_c + [u'_e u'_c + u'_c u'_e + u'_e u'_e].$$  \(9\)

The second and third terms are called Leonard stresses. They represent cross-interactions between resolved and unresolved modes. They have been found to be relatively unimportant (Holmes, Lumley & Berkooz 1996) and were neglected in Aubry’s derivation. We chose to include them in the expression for the small-scale stress tensor. Let

$$-\tilde{\tau}_{ij} = u'_c u'_j - u'_e u'_c.$$  \(10\)

We define

$$\tau_{ij} = \langle \tilde{\tau}_{ij} \rangle - \langle \langle \tilde{\tau}_{ij} \rangle \rangle - \frac{1}{3} \delta_{ij} \langle \langle \tilde{\tau}_{kk} \rangle \rangle,$$  \(10\)

where \(\langle \rangle\) is an operator averaging over the unresolved scales and \(\delta_{ij}\) is the Kronecker delta. The eddy viscosity or Heisenberg model stipulates that the anisotropic small-scale stress tensor must be proportional to the strain rate of the resolved scales \(s_{ijc}\):

$$\tau_{ij} = 2\tilde{\tau}_T s_{ijc} = \tilde{\tau}_T (u'_{c,j} + u'_{c,i}),$$  \(11\)

where the commas stand for differentiation. Let

$$\tilde{\tau}_T = \alpha \nu_T = \alpha u'_c l'_c,$$

where \(u'_c\) and \(l'_c\) are respectively velocity and length scales characteristic of the unresolved modes, and \(\alpha\) is a non-dimensional parameter \(O(1)\) which characterizes the amount of energy being dissipated. Throughout the paper \(\alpha\) will be called the Heisenberg parameter and it is expected to vary in a real flow: different values of \(\alpha\) may correspond to different dynamical behaviours. We used the same value for \(\nu_T\) as Aubry et al. (1988), i.e. \(\nu_T = 6.28\).

The Navier–Stokes equations become

$$\frac{\partial u'_c}{\partial t} = -u'_e \frac{\partial u'_c}{\partial x_j} - U'_j \frac{\partial u'_c}{\partial x_j} - u'_c \frac{\partial U'}{\partial x_j} \rho \frac{\partial}{\partial x_i} (p + \frac{1}{3} \langle u'_c u'_c \rangle) + (v + \nu_T) \frac{\partial^2 u'_c}{\partial x_i \partial x_j}.$$  \(N'_c\)
3.3. Higher-order wall-normal eigenmodes

We now consider the POD higher modes \( a_k^p \in H(l,m,n) \) where
\[
H(l,m,n) = \{ a_k^p | |k_1| \leq l, |k_3| \leq m, p > n \}.
\]

These modes arise in the equations through the mean shear–fluctuation and the fluctuation–fluctuation interactions. Owing to the huge energy gap between consecutive eigenmodes, they were neglected by Aubry et al. In §5, we will compute the effect of the interaction of these higher-order modes with the mean velocity profile. For the fluctuation–fluctuation interaction, we will compute globally the quadratic contribution from the low Fourier modes, i.e. the modes in \( H(l,m,n) \) and those in \( T(l,m,n) \). We do not include the higher-order eigenmodes in the expression of the small-scale tensor containing high Fourier modes. The main reason for doing that is consistency with other approaches not based on the POD such as Hamilton et al. (1995), where small scales conventionally refer to high Fourier modes.

3.4. General derivation

We start from the Navier–Stokes equations
\[
\frac{\partial u^i}{\partial t} = -u^j \frac{\partial u^i}{\partial x_j} - U^j \frac{\partial u^i}{\partial x_j} - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial u^i}{\partial x_kx_k}. \tag{N(i)}
\]

Let \( k = (l,k) \). To obtain the evolution equation for the mode \( a_k^p \), we compute \( \int N_k \phi^m_k \):
\[
\frac{\partial u^i}{\partial t} \text{ becomes } \frac{\partial u^i}{\partial t};
\]
\[
- u^j \frac{\partial U^i}{\partial x_j} \text{ yields linear terms } b_{k1}^{1mn} a_k^m,
\]
linear terms \( b_{k1}^{1mn} a_k^m \), where
\[
b_{k1}^{1mn} = \int \frac{u_2^2}{v} (1 - y/h) \phi_k^{2m} \phi_k^{1n} \, dy
\]
and cubic terms \( d_{k1}^{pqrn} a_k^p a_k^q a_k^r \), where
\[
d_{k1}^{pqrn} = \frac{1}{v} \int \phi_k^{*2p} \phi_k^{*1p} \phi_k^{*2q} \phi_k^{*1q} \, dy;
\]
\[
- U^j \frac{\partial u^i}{\partial x_j} \text{ yields linear terms } b_{k1}^{1mn} a_k^m,
\]
linear terms \( b_{k1}^{1mn} a_k^m \), where
\[
b_{k1}^{1mn} = -i \int \frac{u_2^2}{v} \phi_k^{im} \phi_k^{*m} \, dy
\]
and cubic terms \( d_{k1}^{pqrn} a_k^p a_k^q a_k^r \), where
\[
d_{k1}^{pqrn} = - \frac{i}{v} \int_{0}^{40+} \left( \phi_k^{*m} \phi_k^{*n} \int_{0}^{y} \phi_k^{*2q} \phi_k^{*1p} \, dy' \right) \, dy,
\]
where \( i = \sqrt{-1} \). Define
\[
b_{k}^l = b_{k1}^l + b_{k1}^l, \quad d_{kk'} = d_{kk'} + d_{kk'}.
\]
In the case where \( l = 0 \), \( b_{k1}^l = d_{kk'} = 0 \). Also, in the case when one eigenfunction only is considered, which is the case for our two-mode model, all the coefficients \( d_{kk'} \) are negative. One can then show that the system is globally stable. The source term \( b_{k1}^l \) represents the energy supply provided by the mean shear.
Denote
\[ \Omega_j = \begin{cases} \Omega_i & \text{if } j = 1 \text{ or } j = 3 \\ \frac{d}{dy} & \text{if } j = 2. \end{cases} \]

Then \( \nu \partial u_i / \partial x_j \) yields linear terms \( -b_{2mn}^{jm}a_{ik}^{mk} \), where
\[
-b_{2mn}^{jm} = \int \nu (\Omega_j)^2 \phi_{im}^{\ast} \phi_{kn} d y.
\]

As expected, \( b_{2mn}^{jm} \) is in general positive. Its magnitude was found to be very small compared to the other terms in the equation and we therefore chose to neglect such terms.

\( -u_j \partial u_i / \partial x_j \) is decomposed into a resolved and an unresolved part.

The resolved part gives quadratic terms \( c_{k-k'}^{pq} \), where
\[
c_{k-k'}^{pq} = \int \phi_{k}^{\ast} \Omega_j^{iq} \phi_{k}^{\ast} d y;
\]

\( c_{k-k'}^{pq} \) can be either negative or positive.

The unresolved part can be decomposed into an anisotropic and isotropic (pseudo-pressure) part. As we have just seen, the anisotropic component of the unresolved part is modelled by a linear term \( -\alpha b_{2mn}^{jm} \). The Heisenberg parameter \( \alpha \) characterizes the amount of energy transfer from the large scales to the small scales. \( \alpha \) is taken to be constant in the model. The isotropic component of the unresolved part is also modelled using a Heisenberg-like approximation and yields extra quadratic interactions (see Aubry (1987) for details). The contribution of this pseudo-pressure term was found to be negligible.

\( -(1/\rho) (\partial p / \partial x_i) \) yields a term evaluated at the edges of the domain \(-[\hat{p}_k \phi_{k}^{\ast 2mn}]_{y=0}^{y=40+} \). This term represents the influence of the outer layer and behaves like a stochastic forcing term. Its magnitude was found to be very small and it was omitted from the present analysis.

Finally, we obtain a system of equations for \( T(l,m,n) \) in closed form such that for \( a_k^{l} \in T(l,m,n) \) (the tensor rule does not apply here)
\[
a_k^{l} = \sum_p \mu_{k}^{lp} a_k^p + \sum_{pq} \sum_{k'} c_{k-k'}^{pq} a_{k'}^p a_{k-k'}^q + \sum_{pqr} \sum_{k''} d_{k''k-k'}^{pqr} a_{k''}^p a_k^q a_{k'}^r, \tag{12}
\]
where
\[
\mu_{k}^{lp} = b_{k}^{lp} - (1 + \nu \tau) \hat{u}_k^{lp}.
\]

4. The two-mode (four-dimensional) model

For the purpose of numerical validation we consider a two-mode model, which is the simplest model originally studied by our group (see Stone (1989)). The physical domain corresponding to that model is a minimal flow unit that contains one low- and one high-speed streak, and at most one pair of counter-rotating vortices. The coefficients of the two-mode model are computed using the empirical eigenfunctions obtained in §1 and the formulae given in §3. The model belongs to the class of four-dimensional systems with SO(2) symmetry, which corresponds in physical space to invariance by horizontal translations and invariance by reflection with respect to a plane parallel to the directions \( x \) and \( z \). This family of systems has been studied extensively by Armbruster et al. (1988). We first present some of their results. The
two-mode model predicts the amplitude of the POD modes present in the truncation. Here we can compare this prediction to the true amplitude computed at each instant by projecting the three-dimensional velocity field in the numerical simulation onto the corresponding eigenfunctions.

In this section we focus on the qualitative aspects of the comparison, i.e. we examine if and how two-mode models can generally reproduce the dynamical behaviour of the POD modes. Quantitative comparison is deferred until §6, once the modelling assumptions and therefore the exact form of the model have been validated in §5.

4.1. Theoretical results on the two-mode model

We are interested in $T(0,2,1)$ which represents the first two most energetic modes, that is the first eigenmode of the first two spanwise wavenumbers with no streamwise variations. In that case, the system of ODEs (12) can be written as

$$
\begin{align*}
\dot{a}_1 &= \mu_1 a_1 + c_{-1,2} a_1^2 + (d_{11} |a_1|^2 + d_{12} |a_2|^2) a_1, \\
\dot{a}_2 &= \mu_2 a_2 + c_{1,1} a_1^2 + (d_{21} |a_1|^2 + d_{22} |a_2|^2) a_2,
\end{align*}
$$

(13)

where $\mu_k = b_k^1 - (1 + x v_f) b_k^0$ and $a_k = a_k^{1/2}$. The bifurcation parameters $\mu_k$ represent the balance between the supply from the mean shear and the dissipation to smaller scales.

Let $z_1 = |c_{1,1} c_{-1,2}|^{1/2} a_1$ and $z_2 = |c_{-1,2}| a_2$. Then the equations become

$$
\begin{align*}
\dot{z}_1 &= z_1^2 z_2 + (\mu_1 + d_{11} |z_1|^2 + d_{12} |z_2|^2) z_1, \\
\dot{z}_2 &= z_1^2 + (\mu_2 + d_{21} |z_1|^2 + d_{22} |z_2|^2) z_2.
\end{align*}
$$

(14)

Let $z_j = r_j e^{i \theta_j}$. Due to O(2) symmetry of the equations only the phase difference $\phi = 2\theta_1 - \theta_2$ appears in the equations and the system (14) above can be reduced to

$$
\begin{align*}
\dot{r}_1 &= r_1 r_2 \cos \phi + (\mu_1 + e_{11} r_1^2 + e_{12} r_2^2) r_1, \\
\dot{r}_2 &= -r_1^2 \cos \phi + (\mu_2 + e_{21} r_1^2 + e_{22} r_2^2) r_2, \\
\dot{\phi} &= -(2r_2 - r_1^2 / r_2) \sin \phi,
\end{align*}
$$

(15)

where $e_{11} = d_{11} / |c_{1,1} c_{-1,2}|$, $e_{12} = d_{12} / |c_{-1,2}|^2$, $e_{21} = d_{21} / |c_{1,1} c_{-1,2}|$ and $e_{22} = d_{22} / |c_{-1,2}|^2$.

In the case when $c_{1,1} c_{-1,2} < 0$, possible equilibrium solutions for this system include fixed points coexisting over a finite domain in $(\mu_1, \mu_2)$ with travelling waves (see Armbruster et al. 1988). We also note the presence of heteroclinic cycles which can easily become unstable for small modifications of the coefficients. As we shall see soon, we are interested in travelling wave equilibria, that is solutions such that $(\dot{r}_1 = 0, \dot{r}_2 = 0, \dot{\phi} = 0)$, but $(\dot{\theta}_1 \neq 0, \dot{\theta}_2 \neq 0)$. Armbruster et al. derived a simple analytical expression for them:

$$
\begin{align*}
r_2^2 &= -(2\mu_1 + \mu_2) / (4e_{11} + 2e_{12} + 2e_{21} + e_{22}), \\
r_1^2 &= 2r_2^2, \\
\cos \phi &= \frac{\mu_2 (2e_{11} + e_{12}) - \mu_1 (2e_{21} + e_{22})}{(2r_2 - (2\mu_1 + \mu_2) (4e_{11} + 2e_{12} + 2e_{21} + e_{22}))^{1/2}}.
\end{align*}
$$

(16)

In physical space, fixed points correspond to a fixed pair of vortices, while travelling waves correspond to a pair of streamwise vortices drifting slowly in the transverse z-direction. Although the wave-like motion is a mathematical representation of the flow behaviour, it does not represent the effect of a wave-inducing physical mechanism such as compressibility. It simply means that sitting at a fixed point in laboratory
coordinates, a laboratory variable such as the vertical velocity will go up and down as the vortex passes. Due to the width of the box and periodicity conditions, the rolls drift only for a short time before exiting and re-entering the box, which makes the motion periodic. In a real-life situation, in which independent structures interact with each other, and which lacks cross-stream periodicity, the vertical velocity would probably oscillate only once before falling away to zero. Travelling waves bifurcate from the fixed point solution when $|\cos\phi|=1$.

Table 1 gives the coefficients of the dynamical equations computed in outer variables using the empirical eigenfunctions of the MFU. These coefficients renormalized in wall variables are comparable to those computed in Stone’s (1989) study for a box of slightly different dimensions. Due to the strong nonlinearity of the models, small modifications in the coefficients of the equations can significantly alter its dynamics, but the system may also remain almost insensitive to substantial changes in the coefficients. As in Stone’s study, we found a parameter range in which unstable heteroclinic cycles coexisted with travelling waves. The bifurcation point for the system between travelling waves and mixed modes ($r_1\neq0$, $r_2\neq0$) was found to occur for $\alpha=0.85$ in our system versus $\alpha=1.32$ in Stone’s case.

### Numerical results

From the direct numerical simulations (DNS) one obtains the numerical POD mode $a_k^n$ from

$$a_k^n = \int_{\text{domain}} \hat{u}_k(y)\phi_k^n(y) \, dy. \quad (17)$$

From now on, we will omit the suffix when we refer to the first eigenfunction and write $a_k$ for $a_k^n$.

Time histories of the first two modes are shown in figure 4. Phase portraits are shown in figures 5 and 6. The travelling wave structure of the solution is clearly apparent. The curve labelled TW represents the travelling wave closest in the quadratic sense to the solution computed in the simulation. It does not correspond to the integration of a given system of ODEs, since we do not have a proper criterion to determine the Heisenberg parameter $\alpha$.

The amplitude of the modes – especially the first mode – was found to be relatively constant, although time fluctuations occur on a typical time scale of $O(100)$ outer units, as figure 16 shows. This time scale was first pointed out by Jimenez & Moin as characterizing some intermittent features of the MFU. The speed of the travelling wave fluctuates over an even longer time scale, $O(500)$. Figure 7 shows the phase difference $\phi = 2\theta_1 - 2\theta_1 = 2\text{Arg}[a_{0,1}] - \text{Arg}[a_{0,2}]$. This difference oscillates slightly around a constant value, showing that the system is asymptotically – in the phase-average sense – close to an equilibrium state. This phase locking of the modes was
found to be a persistent feature of our simulation. In some runs (not shown in this paper), we saw it disappear in a few instances as the travelling wave amplitude collapsed abruptly, but such occurrences were rare and extremely brief. The value of the phase locking is very close to $\pi$. In phase space, this means that we are very close to the bifurcation point between travelling waves and fixed points. In fact, a closer look at the phase portraits shows that the system alternates between periods of ‘fast travel’ and ‘rest’ periods. See for instance in figure 8 how the trajectory slows down in a neighbourhood of the reference time $E$. Although the two-mode model is not capable of ‘bursting’ in the same sense as the five-mode model, these intermittent features are reminiscent of the bursting process. We have therefore shown that the
two-mode model is able to reproduce qualitatively the large-scale features of the solution, its phase-averaged behaviour as well as its intermittency.

Trajectories in the ten-dimensional model were also an alternation of quiescent periods and violent excursions. However, in the ten-dimensional model, intermittency was observed for a constant value of $\alpha$, whereas in the four-dimensional model a constant value of $\alpha$ will yield only one type of equilibrium solution. From the point of view of our dynamical system, the change in the dynamical behaviour observed here has to correspond to a change in $\alpha$. Aubry et al. (1988) advanced the idea that the bursting cycle should be associated with an intensification of the energy transfer. Our next step is to compute exactly this energy transfer, i.e. the contribution of the
small-scale stress tensor to the large scales, and more generally to confront the main modelling assumptions by numerical evidence. This is the object of the next section.

5. The modelling assumptions

In order to compute intensities and correlation coefficients, we define the scalar product

\[ \langle f|g \rangle = \lim_{t \to \infty} \frac{1}{t} \int_0^t f g^* \, dt \]  

and the associated norm

\[ \|f\| = \left( \lim_{t \to \infty} \frac{1}{t} \int_0^t |f|^2 \, dt \right)^{1/2}. \]  

The correlation coefficient between two generally complex variables \(a\) and \(b\) is

\[ C(a, b) = \frac{\text{Re} \langle a|b \rangle}{\left(\langle a|a \rangle \langle b|b \rangle \right)^{1/2}}. \]  

The time average of the quantity \(a\) will be denoted \(\bar{a}\).

5.1. The mean velocity profile

Energy is brought into the streamwise-invariant equations through the term \(-v dU/dy\) representing advection of the mean shear by the normal turbulent fluctuation. The mean velocity profile is modelled by

\[ U(y, t) = \frac{1}{y} \int \langle w \rangle \, dy + \frac{u_r^2}{v} (y - y^2/2h). \]  

(Figure 8. Phase portrait for the POD modes – A blow up.)
\[ k = ((0,1),(0,2)) \]

<table>
<thead>
<tr>
<th>DNS</th>
<th>Analytical</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12, 0.10</td>
<td>0.22, 0.20</td>
<td>0.03, 0.06</td>
</tr>
<tr>
<td>0.10, 0.11</td>
<td>0.12, 0.13</td>
<td>0.16, 0.18</td>
</tr>
</tbody>
</table>

Table 2. Mean velocity profile.

In the model \( \langle uv \rangle \) is replaced by

\[ \langle uv \rangle^M = \sum_{a \in T(0,2,1)} \lambda_a |a|^2 (\phi^2_k \phi^*_{k'} + \phi'^2_k \phi^*_k). \tag{22} \]

This yields in the dynamical equations a linear term \( b_1^k a_k \), where

\[ b_1^k = \int \frac{u^2}{v} (1 - y/h) \phi^2_k \phi^*_{k'} \, dy \]

and cubic terms \( d_{kk'} |a|^2 a_k \), where

\[ d_{kk'} = \frac{1}{v} \int \phi'^2_k \phi^*_k \phi'^2_{k'} \phi^*_k \, dy. \]

For each mode \((0, k)\), \( k = 1, 2 \), we define

\[ bd_{DNS} = \int \frac{dU}{dy} \phi^2_k \phi^*_{k'}, \]

\[ bd_{analytical} = b_1^k + \frac{1}{v} \int \langle uv \rangle \phi^*_{k'} \, dy, \]

\[ bd_{M} = b_1^k + \frac{1}{v} \int \langle uv \rangle^M \phi^*_{k'} \, dy = b_1^k + d_{kk'} |a|^2; \]

\( bd_{DNS} \) represents the exact extraction of energy from the mean shear in the DNS. This notation was chosen for consistency with that of the coefficients in the dynamical system. \( bd_{analytical} \) represents this extraction using (21) for the mean velocity profile and computing all quantities from the DNS. \( bd_{M} \) is the restriction of \( bd_{analytical} \) to the truncation. It is the expression we use for the model. \( b_1^k \) and \( d_{kk'} \) are computed from the empirical eigenfunctions, \( |a|^2 \) is extracted from the DNS. All three terms are purely real since the first two components of streamwise-invariant eigenfunctions are real (Aubry (1987)).

We computed the time average of these three terms. We examined the feedback terms \( f_{dk} = bd_k - b_1^k \) and computed their standard deviation \( \text{std}(f_{dk}) \). Results are summarized in table 2. The average energy extraction \( \overline{bd_k} \) seems not too badly estimated. The analytical expression slightly overestimates the mean extraction. Since stationarity was assumed when deriving the expression (see equation (7)), this means that the neglected temporal variations of the mean velocity profile \( \partial U / \partial t \) are globally negative, or equivalently that its negative variations are stronger than its positive ones. This corresponds well to what is observed in the wall layer: strong ejections of low-momentum fluid versus gentle sweep-like motions. However, the time-averaged extraction of energy from the mean shear in the model tends to be underestimated. This is presumably because the first structure captures more than 100% of the Reynolds stress which makes a negative contribution to the energy extraction. Moin & Moser found that their first eigenfunction, which looks very much like ours,
accounted for 120% of the total Reynolds stress (higher-order structures made negative contributions). This also explains why the amplitude of the feedback variations \( \text{std}(fd_k) \) is overestimated. Note that the amplitude of the analytical feedback variations matches the simulation well. As more modes are included in the truncation, the model will agree more closely with the DNS.

Next, we computed the correlation coefficients between the different feedbacks. We find for both modes

\[
C(fd^{DNS}_k, fd^{M}_k) \approx 0.45, \\
C(fd^{DNS}_k, fd^{analytical}_k) \approx 0.70, \\
C(fd^{M}_k, fd^{analytical}_k) \approx 0.70.
\]

We observe that there is a good correlation between the variations of the analytical and the modelled feedbacks. Although the analytical feedback gives a good representation of the mean flow behaviour, the modelled feedback seems to catch only some of it. Our model supposes that the effect of the large scales on the mean velocity profile is instantaneous, which is not very realistic. Figure 9 shows the time evolution of the three different feedback terms for the first mode (those for the second mode look very much the same). Clearly the modelled feedbacks are faster than the DNS. It takes some time for the mean velocity profile to be affected by the growth or collapse of the coherent structures. We recomputed the correlations, allowing for the DNS term to be positively delayed. We find for both modes

\[
C_{\text{max}}(fd^{DNS}_k(t + \Delta), fd^{M}_k(t)) \approx 0.71 \quad \text{for} \quad \Delta^+ = 110 \quad (\Delta U/h \approx 14), \\
C_{\text{max}}(fd^{DNS}_k(t + \Delta), fd^{analytical}_k(t)) \approx 0.86 \quad \text{for} \quad \Delta^+ = 70 \quad (\Delta U/h \approx 8.5).
\]

The feedback will therefore be quite adequate if a response time is incorporated in the model for the mean velocity profile. Note that the delay is longer when only large
scales are included since the final stage of a burst and the corresponding production of Reynolds stress will involve predominantly small scales (see also §6).

5.2. The small-scale stress tensor

In our model, we assume that the anisotropic part of the small-scale stress tensor is proportional to the strain rate of the large scales, i.e. that

$$\hat{\tau}_{ij,k} = 2\nu T \hat{s}_{ij,k}, \quad (23)$$

where $\hat{\tau}_{ij,k}$ is the Fourier transform of the unresolved small-scale tensor $\tau_{ij}$ and $\hat{s}_{ij,k}$ is the Fourier transform of the resolved strain rate tensor $s_{ij}$ defined in §3.

The contribution of the small-scale stress tensor to the evolution equation of the POD modes is

$$S_k = \int \left( \hat{\tau}_{ij,k} \right)_{DNS} \phi_k^* b_k^2 \, dy \quad (24)$$

which is modelled by a term

$$-2\nu T b_k^2 a_k$$

in the low-dimensional system. In the model, $\nu$ is held constant. In the DNS $\nu$ should vary with time and also with the wavenumber $k$. We first investigate the proportionality relationship. We compute the correlation coefficient between the modes $a_{0,k}$ and the small-scale stress tensor contribution $S_k$. We find that this coefficient is about $-0.7$ for both modes. This supports remarkably well our crude eddy viscosity hypothesis. Once again, the agreement should be closer as the resolution increases.

Let us define $\alpha_k$ such that

$$-\langle b_k^2 \nu T a_k \rangle = S_k. \quad (25)$$

We find

$$\| z_{0,2} \nu T b_{0,2}^2 \| \approx 6 \| z_{0,1} \nu T b_{0,1}^2 \|. \quad (26)$$

As expected, the dissipation to the small scales increases with the wavenumber. The values of $b_k^2$, and in particular the ratio $b_{0,1}^2 / b_{0,2}^2$ computed from the empirical eigenfunctions should be viewed with caution since they contain the second derivative of eigenfunctions and therefore cannot be computed very precisely. Let us determine a characteristic value $\alpha_k^{\text{char}}$ for each mode. We use a least-squares fit and therefore define $\alpha_k^{\text{char}}$ to be the value of $\alpha_k$ for which the error between the DNS term and its representation in the model $e_k = \| S_k + \alpha_k b_k^2 \nu T a_k \|$ is minimum. This implies

$$\frac{\partial e_k}{\partial \alpha_k} \bigg|_{\alpha_k^{\text{char}}} = 0, \quad (27)$$

that is

$$\langle -b_k^2 \nu T a_k (S_k - \alpha_k^{\text{char}} b_k^2 \nu T a_k) \rangle = 0. \quad (28)$$

Finally,

$$\alpha_k^{\text{char}} b_k^2 \nu T = \frac{\int Re[S_k a_k^*] \, dt}{\int a_k a_k^* \, dt}. \quad (29)$$

Numerically,

$$\alpha_k^{\text{char}} = \left( \begin{array}{c} 0.12 \\ 0.48 \end{array} \right).$$
To remove the dependence of the Heisenberg parameter on $k$, we define by analogy with the theoretical estimates the parameter $\alpha_{\text{both}}$ satisfying

$$\left(2b_{0,1}^2 + b_{0,2}^2\right)v_T \alpha_{\text{both}} = 2\alpha_{0,1} v_T b_{0,1}^2 + 2\alpha_{0,2} v_T b_{0,2}^2;$$

(30)

$\alpha_{\text{both}}$ characterizes the variations of the theoretical modulus of the travelling wave due to changes in the Heisenberg parameter. The variations of $\alpha_{\text{both}}$ with time are shown in figure 10(a). The dominant characteristic of $\alpha_{\text{both}}$ is its strongly intermittent, spiky behaviour. Comparing figures 11(a) and 10(a), there is a clear correspondence between excursions of $\alpha_{\text{both}}$ and peaks in the wall shear history. The vertical lines correspond to local maxima, which we will relate to bursts and study in greater detail in §6. Figure 10(b) and figure 11(b) respectively show the variations of $\alpha_{\text{both}}$ and of the wall shear for the time sequence corresponding to the phase portrait of figure 8 in §4. The slowing down of the trajectory corresponds to an increase of $\|S_k\|$ and a peak in the wall shear.

It then appears possible to link the change in dynamical behaviour of the POD modes with values of the energy transfer. When the Heisenberg parameter $\alpha$ is relatively low, the solution approaches a travelling wave, which corresponds physically to a pair of rolls slowly drifting in the spanwise direction. As $\alpha$ increases sharply, the drift of the rolls decreases and eventually becomes zero; in the bifurcation diagram, the travelling wave coalesces with a fixed point. This corresponds to a loss of energy for the zero streamwise modes reminiscent of the one observed in the even subspace of the ten-dimensional model at the initiation of a burst. We emphasize the fact that the bifurcation in the zero streamwise subspace does not exhibit per se the strong features associated with the bursting event in physical space. The ‘spike’ in the Heisenberg parameter constitutes a more tangible ingredient of bursting. We believe that the drift cancellation is only the signature of the excursion occurring transversally to the subspace spanned by our truncation. Note that for reasons discussed below in §5.3, the slowing down of the trajectory may not always coincide exactly with the peak in $\alpha$.

Intermittency therefore appears in the model in a natural albeit indirect way, through the variations of a single free parameter $\alpha$. This is equivalent to acknowledging implicitly the existence of higher modes. To be successful, a low-dimensional approach requires that a relatively low number of modes will introduce enough physics in the flow. Figure 12 shows the global energy transfer – the right-hand side of equation (30) proportional to $\alpha_{\text{both}}$ – including and excluding the first streamwise modes. Clearly a large part of the transfer goes directly to these modes, another manifestation of the cascade process. The mean and standard deviation of $\alpha_{\text{both}}$ are respectively decreased by 50% and 30% when these modes are omitted. There is then good reason to hope that a model including an extra few streamwise modes will capture intermittency. This will be the object of future study.

5.3. Higher-order wall-normal eigenmodes

We have seen in equation (12) that the modes $a_k\in H(0,2,1)$ contribute to the linear and the quadratic terms. Our model does not account for these contributions. However, the cascade process being three-dimensional, energy transfers between low-order and high-order coherent structures are not likely to be negligible.

The full equations can be written as

$$\dot{a}_k = \text{RHS}_k^{\text{all}} = I_k^{\text{all}} + Q_k^{\text{all}} + S_k,$$  

(31)
where

\[ S_k = \int \tilde{\tau}_{ij,j} \phi_{ki}^\ast \, dy, \quad L_k^{all} = - \int dU/dy \phi_{ki}^\ast \phi_{ki} \, dy, \quad Q_k^{all} = - \int (u_j^i, u_j^i)_{,j} \phi_{ki}^\ast \, dy \]

and all other terms are neglected.

We then derive our model from the truncated equations

\[ \dot{a}_k = \text{RHS}_k^1 = L_k^1 + Q_k^1 + S_k, \quad (32) \]

where

\[ L_k^1 = -a_k \int dU/dy \phi_{ki}^2 \phi_{ki}^\ast \, dy, \quad Q_k^1 = -a_k a_{k-k'} \int (\phi_{ki}^i, \phi_{ki}^j)_{,j} \phi_{ki}^\ast \, dy. \]
We finally obtain the model equations

\[ \dot{a}_k = \text{RHS}_k^M = L_k^M + Q_k^M + S_k^M, \]  

(33)

where

\[ L_k^M = (b_k^1 + d_k^1 |a_k|^2) a_k, \quad Q_k^M = c_{k-k'} a_k a_{k-k'}, \quad S_k^M = -\alpha k^M v_T b_k^2 a_k, \]

where \( \alpha_k^M \) is constant in time.

We want to compare all three formulations (31), (32) and (33). We first observe that we have already compared the modelled and the truncated equations, since \( Q_k^M = Q_k^1 \) and comparison of expressions for \( L_k \) and \( S_k \) has been carried out in the two preceding subsections.

To compare the full and the truncated equations, we compute intensities and correlation coefficients between corresponding terms in each formulation. Results
are given in Table 3. The dominant terms in both formulations are source terms ($\| S_k \| = (0.03, 0.17)^T$). In a cascade-like fashion, the dominant term in the equation for the first mode $a_{0,1}$ is the linear term $L_{0,1}$ which represents the extraction of energy from the mean shear. In the equation for the second mode $a_{0,2}$, the dominant term is the quadratic term $Q_{0,2}$ which represents a gain of energy from the first mode (conversely the quadratic term $Q_{0,1}$ represents a loss of energy to the second mode). These dominant terms are relatively little affected by the inclusion or exclusion of higher wall-normal eigenmodes in their formulation. Overall the full equations are relatively close to their truncated counterparts.

To compare the full equations to the model, we determine by least-squares fit the values of the model coefficients which would best approximate the full terms. The interaction with the mean shear is computed globally in the DNS, so that only the sum of the linear and the cubic terms in the model is accessible. We choose to determine the linear term $b_k^{all}$ by looking for a linear approximation to $L_k^{all} - f d_k^{all} a_k = L_k^{all} - d_k a_k |a_k|^2 a_k$. We then compare the values for the linear and the quadratic terms to those originally computed from the empirical eigenfunctions. Our findings are summarized in Table 4. The agreement between the different coefficients is relatively good. The effect of the higher eigenmodes is to reinforce the lowest-order first and second POD modes through respectively linear and quadratic interactions.
Table 4. Projected coefficients.

\[ b^1_M = (0.62, 0.65)^T \]
\[ b^1_M = (0.04, -0.20)^T \]

Figure 13. Comparison of DNS and model time histories.

6. Direct comparison of the low-dimensional system and the DNS

6.1. Long-term behaviour

We address the following question: how accurately can our model predict the large-scale behaviour of the POD modes? The form of the model, and in particular the values of the coefficients computed in §4 from the empirical eigenfunctions, have now been validated through examination of the modelling assumptions. It only remains to determine an appropriate value for the Heisenberg parameter \( \alpha \). We adjust this parameter slightly, using for each mode a value within a few percent of the value \( \alpha_{\text{char}} \) determined from the DNS in §5.2. We find that the corresponding system lies in a region close to the bifurcation point, so that small changes in \( \alpha \) will substantially alter the characteristics of the solution. This supports Lumley & Podvin’s (1996) argument that variations in \( \alpha \) should create a strong feedback in order to maintain the boundary layer in its equilibrium state. The fluctuations of the period of the travelling wave correspond to variations in \( \alpha \) of less than 1%, which is superior to the degree of accuracy with which we can expect to obtain the coefficients of the equations.

We integrate the low-dimensional model from an arbitrary value of the POD modes in the DNS. Figure 13 presents a comparison of the result of the integration and the true time histories of the POD modes. There is relatively good agreement between the large-scale behaviour of the actual POD modes and its prediction by our basic model.

We now return to the question of intermittency. So far, changes in dynamical behaviour for the POD modes were associated with temporal variations in the
parameter $\alpha$ which characterizes the transfer to the small scales. Studying the modelling assumptions shows that this is only a crude picture. The discrepancy between our assumptions and the DNS introduces other substantial variations in the model. For our model to be relevant, the variation in $\alpha$ should be representative of the total variation in the low-dimensional equations. As a first estimation, we express these variations as the difference between the intensity of the full DNS term and that of its modelled approximation obtained by least-squares fit. The variation in $\alpha$ will then be represented by

$$|S_k|^2 - |x_k^{\text{char}} b_k^2 \nu T a_k|^2,$$

where $||$ denotes the complex modulus. We use a crude linear approximation for the total right-hand side $\text{RHS}_k^{\text{all}}$, so that the total variation can be written as

$$|\text{RHS}_k^{\text{all}}|^2 - |T_k^{\text{char}} a_k|^2,$$

where $T_k^{\text{char}}$ is the constant which minimizes $\|\text{RHS}_k - T_k a_k\|^2$. Note that this approximation would be exact if the DNS solution were a pure travelling wave. The different variations for each mode are shown in figures 14(a) and 14(b). Given the relatively small magnitude of the variations of $\alpha$, it is clear that dynamical changes will not be solely determined by nor coincide exactly with excursions in the Heisenberg parameter. However, there is a sufficient amount of correlation – the correlation coefficients between the two curves for mode (0,1) and (0,2) are respectively 0.7 and 0.4 – to support at least partially an $\alpha$-based approach.

6.2. Intermittency

To further strengthen the relationship between our model and intermittency in the MFU, we monitored time histories of standard bursting indicators for the flow along with relevant low-dimensional parameters. Special events were identified. We examined many of them and feel reasonably confident in the typical character of the observations reported below.

The bursting process usually described in experiments using fixed probes – Eulerian description – involves an isolated region of fluid which suddenly leaves a relatively quiescent state to experience a violent, disorganized (‘chaotic’) motion. More recent investigations Hunt (1988) made in a Lagrangian frame suggest that rather the structures diffuse slowly into incoherent motions. It has even been advanced that what was previously viewed as a burst corresponds in fact to the mere passage of a structure by the probe. Since our interest lies in the dynamical changes associated with the generation of turbulence, our viewpoint here is slightly different. It is based on the general idea that the flow does go through different states of excitation, the succession of which constitutes the bursting process.

In the conventional Eulerian description, standard characteristics of turbulence such as turbulence production are much more intense during bursts than on average. Jimenez & Moin showed that in that respect, there was always some point bursting at any time in the box. However they also observed variations of substantial magnitude in the overall bursting activity of the box. Monitoring globally defined quantities which on a local scale are usually associated with the bursting process – such as the spatially averaged wall shear or the maximum vorticity production over the box – they identified a regeneration cycle common to all these quantities. Each quantity reached its maximum over a period of time short relative to the length of the cycle.

Figure 15 shows the total production of turbulence $P = - \int_{y=0}^{y=4b} dU/dy \langle uw \rangle dy$, while figure 11(a) shows the corresponding drag history at the wall. Figure 16 shows
the amplitude of the dominant POD mode $|a_{0,1}|^2$, while figure 10(a) shows the time evolution of the parameter $\alpha_{a_{0,2}}$. Additionally, we monitored the amplitude of the first streamwise modes $\sum_{|k|\leq 2} |a_{1,k}|^2$ towards which the streamwise rolls transfer a major part of their energy.

The production and the drag history are extremely well correlated with a delay of about 50 wall units for the drag history. The amplitude of $|a_{0,1}|^2$ is also well correlated with those curves, allowing for a longer delay of 120 units. All this is consistent with the following picture: the primary effect of the streamwise rolls is
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Figure 15. Production of turbulence integrated over the wall layer — $\int dU/\int dy \langle uv \rangle$.

Figure 16. Amplitude of the first mode.

to lift low-momentum fluid into the core of the flow, during which time the drag at the wall is low. Then some instability mechanism – possibly secondary instability (see Robinson 1991) – gives rise to high-wavenumber turbulence and subsequent production of turbulence. Since turbulence is fully developed, the vertical extent of fluid motion in the boundary layer corresponds to the channel half-height $h$. Then high-speed momentum is swept down towards the wall in a time about $h/u_*$, where $h$ is the channel half-height and the friction velocity $u_*$ characterizes the normal turbulent fluctuations. Since the half-channel is about 180 wall units, this will mean a
delay of roughly 90 units, which agrees with our observations. Note that this scaling corresponds to a mixture of outer and inner units as proposed in Aubry et al. (1988).

The dependence relationships which exist between the various ‘burst indicators’ determine a definite pattern for their activation. We focus on three representative events. The monitored quantities reported in figure 17(a–c) are the normalized variations of the amplitude of the dominant POD mode \( a_{0,1} \), the amplitude of the first streamwise POD modes, the Heisenberg parameter \( \alpha \), both, the production of turbulence in the wall layer and the wall shear history. These quantities reach their maximum in the order just mentioned. Note how the peaks in the production are closely related to the increase in amplitude of the first streamwise modes and the Heisenberg parameter. It seems that the streamwise rolls are the fundamental structures in the bursting process, in that their intensity predetermines the violence of the burst. Destabilization occurs with the growth of modes breaking the streamwise invariance. As energy is being transferred to higher modes, small-scale motion is generated, which results in intensive production of turbulence. The event ends when the wall shear reaches its peak, thereby signalling the completion of the sweep.

It is generally understood that the bursting process is primarily related to a spanwise inflectional profile of the streamwise velocity. This was notably observed in the experiments of Swearingen & Blackwelder (1987). More recently, Waleffe and co-workers have produced a nonlinear model (Waleffe 1995; Hamilton et al. 1995) in which instability is due to streamwise streaks, generated by streamwise vortices. In their new book, Holmes et al. (1996) show how this mechanism – in particular the regeneration of streamwise vortices – is fully consistent with the low-dimensional paradigm. Although the role they play in the bursting process is still unclear, inflection points are also observed in the normal direction. Corino & Brodkey (1969), Blackwelder & Kaplan (1976) and Kline et al. (1967) report the appearance of these inflectional profiles as an exclusive characteristic of bursting times. We monitored horizontally averaged velocity profiles and found evidence of inflectional regions during excitation periods of the regeneration cycle. Profiles corresponding to our three events are shown in figure 18(a–c).

The intermittency cycle of the MFU does seem to correspond to that captured by our low-dimensional model. Its features are very similar to that of the bursting process described in experiments. The only major discrepancy is the anomalously long time scale. It is likely that this is an artefact of the computation. Because of the box dimensions, we are always observing the regeneration of the same structure. Long bursting periods were also found to characterize the ten-dimensional model which represented a box of similar size. In the latter case, we found that a simple convection model restored the correct magnitude of the bursting frequency observed in experiments (Podvin et al. 1997).

7. Low-dimensional models and information recovery

7.1. The context

Implementation of feedback control strategies requires some knowledge of the time evolution of the flow. For instance, if the control is based on our low-dimensional approach, it will need to know the values of the dominant POD modes. The desired information may not be three-dimensional, but it will typically involve the interior of the flow, particularly the region where most of the turbulence is generated. For instance, Choi, Moin & Kim (1994) used a sucking/blowing control based on the value of the
Figure 17. (a) Event 1, (b) Event 2, (c) Event 3.
Figure 18. Mean velocity profile (a) Event 1, (b) Event 2, (c) Event 3.
cross-stream components of the velocity fields at some height – about 20 wall units – in the wall layer. This information can easily be obtained in a numerical simulation or with more difficulty from an experiment, but remains generally inaccessible in real life. Under realistic conditions, say an airplane wing, measurements will typically be made along an array of sensors located on the flow boundary. Partial information can dramatically affect the control performance. Choi et al. found that the 20% drag reduction obtained with full flow information dropped to 6% when using only wall information.

In addition, physical constraints impose a lower bound on the size of the sensors and therefore the spacing of the grid. These restrictions have been partially lifted due to the emergence in recent years of micromachinery and the fast development of micro-electro-mechanical systems (MEMS). See Gad-el-Hak (1994) for a review of these. A typical size for MEMS sensors is 30 µm, which allows a sensor spacing of about 100 µm. However, this is still a substantial scale at the high Reynolds numbers considered – typically $10^7$ and a few $10^6$ respectively for the aircraft and naval industry. A sensor spacing of 100 µm will represent a few tens of wall units in this range of Reynolds numbers. In contrast, the bursting process has been observed to involve typical spanwise scales of 20 wall units Corino & Brodkey (1969).

Under these conditions, aliasing is not negligible. If $\delta$ is the grid spacing for the sensors, only wavenumbers smaller than a cut-off wavenumber $k_c = 1/2\delta$ will be recovered. Higher wavenumbers will be aliased to a smaller wavenumber such that the difference between the two wavenumbers is a multiple of twice the value of the cut-off wavenumber (Nyquist theorem).

The situation we have just described defines a general filtering problem: given a set of measurements at successive times up to time $T$, $\{Y_t\}_{0 \leq t \leq T}$, estimate some related quantity at this time $T$, $a_T$. We now examine how classical solutions to this problem can be adapted to our particular case.

7.2. The estimation problem

Our goal is to recover the value of the POD modes of our two-mode model from measurements of the wall shear along a grid of realistic, i.e. relatively large, dimensions. The wavelengths of our two modes are respectively 185 and 92.5 wall units (+). Although we are not at this point directly interested in streamwise information, we found elsewhere that aliasing in the streamwise direction could significantly hamper the recovery of the streamwise-invariant modes and required using a two-dimensional array. The grid dimensions are 50 and 25 wall units in respectively the streamwise and spanwise directions. This represents a feasible set-up. Sensors located on that grid at the wall measure the instantaneous streamwise and spanwise components of the shear $du^{i=1,3}/dy_{wall}$. Using the POD decomposition for the wall shear, we have

$$d\tilde{u}^{i=1,3}_k/dy = \sum_{n=1}^{\infty} \sum_{q \in \mathbb{Z}} a_{k+2qk} \phi_{k+2qk}^{i=1,3}/dy,$$

(34)

where $d\tilde{u}_k/dy$ represents the discrete Fourier transform for wavenumbers smaller than the cut-off wavenumber, i.e. $k' \leq k_c$. The system can be rewritten as

$$
\begin{align*}
\tilde{u}_{0,1}^{1}/dy|_{wall} &= a_{0,1} \phi_{0,1}^{1}/dy|_{wall} + \eta_{0,1}^1, \\
\tilde{u}_{0,1}^{3}/dy|_{wall} &= a_{0,1} \phi_{0,1}^{3}/dy|_{wall} + \eta_{0,1}^3, \\
\tilde{u}_{0,2}^{1}/dy|_{wall} &= a_{0,2} \phi_{0,2}^{1}/dy|_{wall} + \eta_{0,2}^1, \\
\tilde{u}_{0,2}^{3}/dy|_{wall} &= a_{0,2} \phi_{0,2}^{3}/dy|_{wall} + \eta_{0,2}^3,
\end{align*}
$$

(35)

where $\eta_{k}^{i=1,3}$ represents the perturbation due to the higher modes.
We now define the solution \( a_{0,k}^{\text{measured}} \) directly extracted from the instantaneous measurements. We reduce the system (35) by taking for each mode a weighted average of the streamwise and the spanwise equations. We then solve for \( a \), neglecting higher-order terms. We have

\[
a_{0,k}^{\text{measured}} = \left( \beta \frac{d\hat{u}_{0,k}/dy}{d\phi_{0,k}/dy} + (1 - \beta) \frac{d\hat{u}_{3,k}/dy}{d\phi_{3,k}/dy} \right)_{\text{wall}}.
\]

We found that shifting the weight \( \beta \) towards the spanwise component improved our direct estimation.

In this particular situation, additional information is provided by the low-dimensional evolution equations. In the case where both measurements and evolution equations are linear and the disturbances are pure white noise, a recursive algorithm to solve this problem has been derived by Kalman (1960). The key idea of the Kalman filter is to provide estimates for the unknowns by combining dynamical information with instantaneous measurements. The estimates are advanced in time using modified evolution equations which are adjusted using feedback from the measurements.

Following Kalman’s idea, we developed the following filtering procedure. At each time step, we determined the first mode directly from the measurements \( a_{0,k}^{\text{measured}} \) and low-pass filtered the result. We used a crude moving average based on previous and current measurements. The length of the window was about 40 wall time units. Since the streamwise length of the box is about 400 wall units and the average convection velocity in the wall layer is roughly \( 10 u_\ast \), the averaging time represents the time it will take a particle of fluid in the wall layer to go through the box. In the minimal flow unit, the same streak is constantly re-entering the box. In real flows, since the typical length of a streak is between 400 and 1000 wall units Kim et al. (1971), this corresponds to averaging over at most individual streaks.

To recover the second mode, we assumed that the four-dimensional system adapts itself sufficiently fast to changes in the evolution equations to remain close to its equilibrium. We therefore assumed a local travelling wave structure for the solution of the system. The two modes were supposed to be phase-locked with the observed phase difference of \( \pi \). The amplitudes of the modes were assumed to be correlated. Additionally, we used time-averaged statistics to determine the mean ratio of the amplitudes. The second mode was then reconstituted from the filtered estimation of the first mode, following

\[
a_{0,2}^{\text{estimated}} = \left| \frac{a_{0,2}}{a_{0,1}} \right| a_{0,1}^{\text{estimated}} e^{i \pi} e^{2i \text{Arg}[a_{0,1}^{\text{measured}}]}.
\]

Results for the two modes (four components in real space) are shown in figures 19(a–d). The true state represents the POD mode computed in the DNS. The measured state has already been defined. The estimated state is the result of our estimation procedure. The improvement for both modes is considerable. In particular, aliasing affects the second mode so strongly that standard filtering techniques will not be effective. Note that since the first mode is directly determined from the measurements, only very general assumptions on the form of the solution are required. The success of this very simple approach under conditions as realistic as those of this basic flow illustrates clearly the versatility of low-dimensional models.
8. Conclusion

This work represents the first quantitative estimation of POD low-dimensional models for the wall layer. It was performed in the context of the MFU which represents the domain spanned by the two-mode model already studied in Armbruster et al. (1988) and Stone (1989). POD time histories from the model were compared to those extracted from the flow. Modelling assumptions were checked against the numerical simulation. The agreement is generally good, and is expected to improve with larger truncations. Two aspects of the comparison are worth emphasizing. Firstly, the model successfully predicts the long-term behaviour of the modes. Secondly, a close correspondence exists between the regeneration cycle of the MFU and intermittency in the low-dimensional model.

A relevant question is how this study can be related to full-scale turbulence. We have carried out our comparison in an artificial frame, which corresponds to the mathematical domain of our low-dimensional model, but differs from a full flow sim-
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The four-dimensional model reproduces the travelling wave observed in the MFU, yet travelling waves are not likely to be a persistent feature of a real turbulent flow. The intermittency described here presents features quite similar to the bursting phenomenon observed in a full DNS. Low-momentum fluid is ejected from the wall region, associated after a slight lag with production of high-wavenumber turbulence, and still later with the increase of wall stress. However, the intermittency mechanism exhibited by the four-dimensional model is of an implicit character. It corresponds to the temporal variations of the Heisenberg parameter which characterizes the energy transfer to the unresolved scales. In contrast, intermittency appears explicitly in the ten-dimensional model of Aubry et al. (1988). We believe that adding streamwise modes to the basic two-mode model will provide an explicit source of destabilization. The four-dimensional model by itself is unable to reproduce the kind of burst that the ten-dimensional model is capable of, for a constant value of $\alpha$. The conclusion is then that the MFU is constrained by its small domain to produce a more limited behaviour than the full DNS, just as the four-dimensional model produces behaviour.
less rich than the ten-dimensional model, constrained by its lower dimension, but that
ghosts of the full behaviour can be found in both the MFU and the four-dimensional
model.
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